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Introduction

Data CLIPSonic: Text-to-audio Synthesis
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We explore text-audio data free training for text-queried sound 
separation and text-to-audio synthesis. The proposed models 
learn the desired text-audio correspondence by combining

• naturally-occurring audio-visual correspondence in videos

• multimodal representation learned by contrastive language-
image pretraining (CLIP)

This study offers a new direction of approaching bimodal learning for 
text and audio through leveraging the visual modality as a bridge.

CLIPSep: Text-queried Sound Separation
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Quantitative Results

Text-to-audio Synthesis Results

Image-to-audio Synthesis Results

ModelTraining: We mix the audio track from two 
videos and train the model to separate each 
audio source given the corresponding video 
frame (encoded by the pretrained CLIP-
image encoder) as the query.

Inference: We take text queries as inputs by 
using the pretrained CLIP-text encoder to 
encode the text.

Training: Similarly, we train a diffusion model that generates a mel 
spectrogram given the corresponding video frame as the query.

Inference: We take text queries as inputs by using the pretrained CLIP-
text encoder to encode the text and a pretrained diffusion prior model
to generate a CLIP-image embedding from the CLIP-text embedding.
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Diffusion Prior

The diffusion prior model is trained to 
map the CLIP-text embedding space 
to the CLIP-image embedding space
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