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Gradient descent

• Pseudocode:
• Choose an initial weight vector 𝑤0 and learning rate 𝜂
• Repeat until convergence:

𝑤𝑡+1 = 𝑤𝑡 − 𝜂∇𝑓 𝑤𝑡
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Stochastic gradient descent

• Pseudocode:
• Choose an initial weight vector 𝑤0 and learning rate 𝜂
• Repeat until convergence:

• Randomly pick a sample (𝑥, 𝑦)

• Update the weight
𝑤𝑡+1 = 𝑤𝑡 − 𝜂∇𝑔 𝑤𝑡, 𝑥, 𝑦
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• Assuming 𝑓 𝑤𝑡 = σ𝑖=1
𝑛 𝑔 𝑤𝑡 , 𝑥𝑖 , 𝑦𝑖

• Total loss is the sum of sample loss
• Holds for many ML problems
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(By Joe pharos at the English-
language Wikipedia, CC BY-SA 3.0, 
https://commons.wikimedia.org/
w/index.php?curid=42498187)

Step

Loss



Mini-batch stochastic gradient descent

• Pseudocode:
• Choose an initial weight vector 𝑤0 and learning rate 𝜂
• Repeat until convergence:

• Randomly pick a batch of samples 𝑥1, 𝑦1 , 𝑥2, 𝑦2 , …

• Update the weight

𝑤𝑡+1 = 𝑤𝑡 − 𝜂

𝑖=1

𝑛

∇𝑔 𝑤𝑡, 𝑥𝑖 , 𝑦𝑖

• Provide better estimate of the true gradient
• Trade off between stability and speed
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Comparisons

• Gradient descent (batch gradient descent):  batch size = 𝑁

• Stochastic gradient descent:  batch size = 1

• Mini-batch gradient descent:  1 < batch size < 𝑁
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