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Trained with only
unlabeled videos

Natural text query-based interfaceScalable to larger dataset

CLIPSep Results

Contributions

We explore training a sound separation system under a self-
supervised learning setting. We aim to achieve text-queried 
universal sound separation by using only unlabeled data.

To learn the desired audio-textual correspondence from 
unlabeled videos, we leverage the visual modality as a bridge 
using the contrastive image-language pretraining (CLIP) model. 

Data

• We propose the first text-queried universal sound separation 
model that can be trained on unlabeled videos.

• We propose a new approach called noise invariant training for 
training a query-based sound separation model on noisy data.

Training Inference

MUSIC VGGSound

We mix audio from two videos 
and train the model to separate 
each audio source given the 
corresponding video frame as 
the query:

1. An Audio U-Net predicts 𝑘
intermediate masks ෩𝑀1, … , ෩𝑀𝑘

from the mixture spectrogram.

2. A pretrained CLIP model 
encodes the input query into a 
query vector 𝒒𝑖.

3. Construct the predicted masks 

with ෡𝑀𝑖 = σ𝑗=1
𝑘 𝜎 𝑤𝑖𝑗𝑞𝑖𝑗 ෩𝑀𝑗 + 𝑏𝑖 .
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(Zhao et al., 2018) (Chen et al., 2020)

At test time, we instead use a 
text query in the form of “a photo 
of [user input query]”.

With the pretrained CLIP model, 
the query vectors we obtain for 
the image and text queries are 
expected to be close.

Paper Demo Code

Music instrument playing videos Noisy videos with diverse sounds

Audio samples available at sony.github.io/CLIPSep/
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Ground truth

Query: “playing harpsichord”

Interference: “people coughing”

Query: “playing bagpipes”

Interference: none

Noise Invariant Training (NIT)

Videos in the wild may contain off-
screen sounds and background 
noise. We introduce two additional 
noise masks to capture query-
irrelevant sounds.

During training, we select the 
arrangement that has the lowest 
loss value when combining the 
noise and query masks. At test 
time, we discard the noise heads.

Training

Inference

Results on MUSIC (clean data)

CLIPSep successfully 
learned text-queried 
sound separation 
on noisy data.

Noise invariant 
training improves 
the mean SDRs.

Results on VGGSound (noisy data)
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