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Bridging Text-audio Correspondence with Image Modality

2

Text 
modality

Audio 
modality

Image 
modality

Pretrained CLIP 
embedding

Abundant data 
from videos

Desired text-audio correspondence

No text-audio pairs required! Scalable to large video datasets!
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Data
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MUSIC
(Zhao et al., 2018)

VGGSound
(Chen et al., 2020)
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Dog bow-wow

Zhao et al., “The Sound of Pixels,” Proc. ECCV, 2018.
Chen et al., “VGGSound: A Large-Scale Audio-Visual Dataset,” Proc. ICASSP, 2020.



Text-to-Audio Synthesis Demo on MUSIC
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Text-to-Audio Synthesis Demo on VGGSound
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Image-to-Audio Synthesis Demo on VGGsound
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More Results in the Paper!
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Limitations & Future Work

• Off-screen sounds occur frequently in videos

 Increases undesired zero-shot modality transfer gap

• Cannot handle purely audio-specific queries

 Because they have little meaning in the visual domain

 For example, “loud,” “quiet,” “high-pitched” and “low-pitched”

• How to enable combinatory prompts?

 For example, “piano + guitar”

• Scale up to larger video datasets!
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Thank you!

CLIPSynth

A new text-to-audio synthesis model that 
can be trained using only unlabeled videos
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